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Abstract. In this article we have introduced a compressed representation for triangular meshes.
Because proximity in this vertex spanning tree often implies geometric proximity of the corresponding
vertices, we can use ancestors in the tree to predict vertex positions, and thus only need to encode the
difference between predicted and actual vertex positions. When vertex coordinates are quantized (i.e.,
truncated to the nearest number in a fixed-point representation scheme), these corrective vectors have on
average smaller magnitude than absolute positions and can therefore be encoded with fewer bits.
Furthermore, the corrective terms are then compressed by entropy encoding using, for example, Huffman or
arithmetic coding as in the JPEG/MPEG standards.
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AHoTauif. Y uin ctaTTi HagaHo pes3ynbTaTu CTUCHEHHS ONS TPUKYTHUX CiTOK. Yepe3 Gnum3bkicTb
BEPLUMH CNOMYy4YHOro Aepesa, Wo nepeabavae reoMeTpuyHy 6nmM3bKIiCTb BigNOBIOHWMX BEPLUMH, MU MOXEMO
BMKOPWCTOBYBATW MpeakiB B AepeBi Ans nepenbavyeHHs no3uuii BEPLUWH, i, TAKUM YMHOM, TiflbkM NOTPIGHO
KkogyBaTW Pi3HMLIO MK nepeabayvyeHHsaM i peanbHMMMK KoopauHaTaMu BepluvH. Konv koopauHaTh BepLUUH
KBaHTYlOTbCS (TO6TO, 3pi3aHi A0 HaMbnuXK4oro 4ymcna y cxemi nogaHHA 3 (PiKCOBAHOK TOYKOMK), Ui
KOpuryBarnbHi BEKTOPY MaloTb Y CEpeAHbOMY MEHLUY PO3PSAHICTb, HiXX BennyinHuM abCconioTHUX KoopamHaT i,
oTXKe, MOXyTb OyTu 3akodoBaHi 3 MEHLUOK KinbKicTio 6iTiB. Kpim TOro, kopurysBanbHi BEKTOPW MOTiM
CTUCKYIOTbCA 3@ [JOMOMOrOl0 EHTPOMIMHOIO KOAYBaHHS, BUKOPWCTOBYKOYM, Hampuknag, KoAayBaHHS
XaddpmaHa abo apndmeTnyHe, sk B ctaHgaptax JPEG / MPEG.

Kntouyosi cnoBa: 3D 306paxeHHs, ciTka, eHTponifiHe KogyBaHHS.

AHHOTaumA. B aTon ctaTbe npeacTaBneHbl pe3ynbTatbl 3HTPOMUUHOINO CXaTuA AN TPeyrorbHbIX
ceTok. WM3-3a 6nm3ocTn BepwnH B CBA3YyKOLWEM JepeBe, nogpa3ymeBasi reoMmeTpuyeckylo 6rm3ocTb
COOTBETCTBYIOLUMX BEPLUUH, Mbl MOXEM WCMNOMb30oBaTb MPeakoB B AepeBe ANA npeackasaHus nosvumu
BEpLUMH, U, TakKum obpa3oM, KOOMPOBaTb TOMbKO Pa3HOCTb MexAy MpeAcka3aHHOW W peanbHOW Mo3vuuen
BepwwuH. Korga koopauHaTbl BepLUMH KBaHTYOTCA (T.e., ycekalTcsa A0 Onwkanwero uyucna B CXeme
npeacTaBneHns ¢ (OUKCMPOBAHHOM TOYKOWM), 3TW KOPPEKTUPYIOLLME BEKTOPbl UMEIKT B CPeOHEM MEHbLUYHO
pa3psaOHOCTb, YeM BENWYUHbI abCONMIOTHLIX KOOPAMHAT W, CnedoBaTenbHO, MOryT ObiTb 3akOAMPOBaHbl C
MEHbLUMM KOnnM4ecTBOM OuTOB. Kpome TOro, KOppekTupylLwue BeKTopa 3aTeM CXUMAKTCS C MOMOLLbIO
3HTPOMUNHOIO KOAMPOBAHNSA, UCMNOMNb3YS, Hanpumep, KognposaHue XaddpmaHa nnn apndmeTmyeckoe, Kak B
ctaHpgaptax JPEG / MPEG.

KnioueBble cnoBa: 3D n3obpaxeHue, ceTka, SHTPONuiiHoe KoaupoBaHue.
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Research efforts on 3DTV technology have been reinforced recently, covering the whole
media processing chain from the sensor of video signal to display. Different 3DTV systems based
on different 3-D scene representations that integrate various types of data. Efficient coding of these
data determines the success of the implementation of 3DTV. Compression of pixel-type data
including stereo video, multiview video, and associated depth or disparity maps extends available
principles of classical video coding. Powerful algorithms and open international standards for
multiview video coding and coding of video plus depth data are available and under development.
Compression of 3-D mesh models has also reached a high level. Many proposed technologies,
including the latest MPEG-4 3D mesh coding (3DMC) standard, achieve high compression
efficiency [1]. 3D mesh compression has been extensively researched in many studies with a focus
on compression efficiency.

The compression ratio is determined mainly by the total number of runs of the vertex and
triangle trees. The optimal compression is achieved by minimizing this number. The compression of
both static and dynamic meshes over time has been investigated. Temporal prediction is an
important mechanism to remove redundancy from animated 3-D mesh sequences.

During the last decades there has been a lot of research in the area of static mesh
compression. A mesh can be simply represented as the set of vertices, edges, faces together with
their incidence relationships. 3D meshes are visualization of 3D objects using vertices (geometry),
edges, faces, some attributes like surface normals, texture, color, etc, and connectivity. 3D points

{vl,vz,...,vn}ev in R® are called vertices of a 3D mesh. The convex hull of two vertices in R?,
conv {v Vv } is called an edge. So an edge is mapped to line segment in R® with end points at v, and

n* m

vm. Face of a triangular mesh is a surface which is conv {v v vk}. Thus, a face is mapped to a

n''m?
surface in R® that is enclosed by the edges incident to the vertices va; Vm; Vk. A face may have no
direction or its direction can be determined using the surface normals data. The additional attributes
of a mesh are mostly carried by the vertices. That information can be extended along the edges and
the faces using linear interpolation or other techniques. The connectivity information summarizes
which mesh elements are connected to each other. Edges {g,....,e, } € E are incident to its two end

vertices. Faces {fl,..., fn}e F are surrounded by its composing edges and incident to all the vertices

of its incident edges. The edges have no direction. Two types of mesh connectivity are common in
mesh representations. Edge Connectivity is the list of edges in the mesh and Face Connectivity list
of faces in the mesh. In a triangular mesh, since all the vertices incident to a face lie in a plane, the
face also lies in a plane. In polygonal meshes the number of the vertices that are incident to the face,
is four or more. So face of a polygonal mesh not necessarily lie in a plane [2]. Vertices of a mesh
can be incident to any number of edges. The number of the edges that are incident to a vertex is
named as the valence of the vertex [3]. The number of the edges that are incident to a face is named
as the degree of a face [3]. The number of the faces incident to an edge and number of the face
loops incident to a vertex, are important concepts while defining, if the mesh is manifold or non-
manifold. A 2-manifold is a topological surface where every point on the surface has a
neighborhood topologically equivalent to an open disk of R?" [4]. If the neighborhood of a point on
the surface is equivalent to a half disk than the mesh is manifold with boundary [4].

Two other important concept about meshes are shell and genus. Shell is a part of the mesh
that is edge-connected. The genus of a mesh is an integer that can be derived from the number of
closed curves that can be drawn on the mesh without dividing it into two or more separate pieces. It
is equal to the number of handles on the mesh object [3]. a torus is genus-1 since it has one hole and
sphere is genus-0 since it has no hole [3].

We can consider the incidence relationships (i.e. what faces are incident on a vertex, what
edges are incident on a face, etc...) the mesh connectivity and the vertex positions the mesh
geometry. Most mesh compression techniques have treated mesh geometry and the mesh
connectivity separately.
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In 1996, Taubin and Rossignac [5] proposed the method Topological Surgery (TS), which
was the first method for lossless compression of mesh connectivity and compression of locations of
mesh vertices with controllable loss. They decomposed connectivity in so called vertex and triangle
spanning trees, which were encoded. Linear predictive coding was employed for compression of
vertex locations. They were predicted in an order guided by connectivity using already encoded
locations. Later, Taubin et al. [6] extended the TS approach in order to obtain a Levels of Detail
representation of a compressed static mesh, providing progressive decoding from low to high
resolution. They introduced the Progressive Forest Split (PFS) scheme using a forest, i.e., a set of
trees, in order to describe connectivity in different resolution levels. Both, TS and PFS, are building
the basis of the MPEG-4 3-D Mesh Coding standard (3DMC tools) for Single Resolution and
Progressive Levels of Detail static mesh compression. Many improvements and generalizations
upon the TS approach were presented later. We want to point out the Edgebreaker technique [7] of
Rossignac. Method uses a finite state machine to compactly describe mesh connectivity. They apply
face based vertex traversal emitting one out of five symbols each time a new vertex is visited, with
each symbol describing the configuration of this vertex relative to the traversed region.
Subsequently this stream of only five different symbols is entropy encoded. As we show in [8]
Edgebreaker recurses on the right subtree and then the left. Edgebreaker can compress the
connectivity of the mesh to near optimal rates, normally around 2 bits/vertex. Algorithm
edgebreaker visited triangles in a spiral (" in depth ") triangular protocol binding tree lines and
creates labels - clers; one mark for each triangle that indicates the decoding, i.e., as can be retrieved
by attaching new mesh triangles to previously restored.

Developed many software visual design . Use one of them - MeshLab - to build a dog image
and mesh representation of the image with the selected area of the screen dots represented in the
program MeshLab (Figure 1).
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Figure 1 — Mesh representation of the image.

Then select a random station for further processing. This action can be seen in Figure 2.
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Figure 2 — The selected image area to encode using MeshLab

In the construction of any three-dimensional object using coordinate system. In general, this
three-dimensional coordinate system X, Y, Z. We will produce in table 1 all values of points on the
selected area.

Table 1 — Normalized values and integer values of each coordinate

coordinate X Coordinate Y Coordinate Z
p(J)\ﬁ,t normalized integer | normalized integer normalized integer
value values value values value values
0 0,951 951 0,464 464 0,980 980
1 0,872 872 0,499 499 0,804 804
2 1 1000 0,102 102 0,788 788
3 0,834 834 0,160 160 0,567 567
4 0,753 753 0,524 524 0,542 542
5 0,669 669 0,119 119 0,274 274
6 0,604 604 0,510 510 0,249 249
7 0,655 655 0 0 0 0
8 0,470 470 0,834 834 0,804 804
9 0,462 462 0,824 824 0,546 546
10 0 0 1 1000 0,810 810
11 0,477 477 0,837 837 1 1000

Algorithm Edgebreaker visited triangles in a spiral (" in depth ") triangular protocol binding
tree lines and creates labels - clers; one mark for each triangle that indicates the decoding, i.e., as
can be retrieved by attaching new mesh triangles to previously restored .
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Figure 3 — The process of encoding the selected image area

Thus, we obtain a sequence for encoding — CRSRLECRRRLE. So exactly half of the
triangles are of type C. For coding labels are used simple binaries. They can be obtained by using
Huffman or arithmetic code, provided that the probability of triangles of type C is the same as the
sum of the probabilities of all others, which in turn have the same probability (Figure 4).

Ce - »

Figure 4 — Algorithm for constructing Huffman and arithmetic codes

The basic idea is to assign codes are not individual characters but for their sequence. Take
the same raw data as for the Huffman code [8]: see table 2.

Table 2 — Probability for the sequence of characters

Character Probability Next part of the working
segment:

C 0,5 0,5

L 0,125 0,625

E 0,125 0,75

R 0,125 0,875

S 0,125 1

For further coding we need the following formula :

High = Low. g + (High ;o — Low;3) - Rangey; gne: (1)

Low = Low 5 + (Highz — Low2) - Range; ot (2)

where Lowgig and Highora respectively lower and upper bounds of the interval,

Rangepowen and Rangerigren lower and upper limits of the encoded character.
Encode sequence CRSRLECRRRLE, and the result is formalized in the following table 3:
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Table 3 — Encode sequence

characters The result of the encoding
C [0;0,5)

[0,375; 0,4375)
[0,4296875; 0,4375)
[0,435546875; 0,4365234375)
[0,4360351563; 0,4361572266)
[0,4361114502; 0,436126709)
[0,4361114502; 0,4361190796)
[0,4361171722; 0,4361181259)
[0,4361178875; 0,4361180067)
[0,4361179769; 0,4361179918)
[0,4361179844; 0,4361179862)
[0,4361179855; 0,4361179858)

m|r|o|0|0D|O|mMm|r|”lw|o

Consequently, the result of the coding will be any number in the interval [0.4361179855;
0.4361179858 ). Next, perform decoding. Assume that the result of coding has been chosen the left
boundary of the interval , i.e. number 0.4361179855. Since the code is in the interval [0; 0.5), the
first character of the message "C". For further calculations, we need the formula:

code = {code — Rangelm-(x)]/( (3)

Rangey: snead — Rﬂﬂgﬁm{x))’

where ‘code >_ the current value of the code.
We perform decoding and place the results in the table below:

Table 4 — The result of decoding

Meaning «code» The corresponding character

0.872235971 R

0.9778877683

0.8231021464

0.5848171711

0.6785373688

0.4282989502

0.8565979004

0.8527832031

0.822265625

0.578125

mir| -0 0 O mMmrC|Xd|w

0.625
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This article gives an overview of the state of the art in coding the form of 3DTV still objects

by meshes. On one hand, compression of static meshes is already a well-established research area,
but on other hand, only theoretic results are known. However, compressing the mesh geometry is
still a difficult problem with no clear-cut solution. When the restriction of losslessness is lifted,
even more techniques become possible. We have shown examples in encoding and decoding the
static meshes by arithmetic code with no loss of information. We also compare our results with the
performance of the Huffman coder. We found that the entropy coding of static meshes Huffman
codes and arithmetic gives comparable results. For efficient compression of static and dynamic
meshes the future is supposed to investigate the spectral algorithms.
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