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Abstract. A method for increasing the functionality of existing types of monitoring used in modern
information and communication networks based on the use of cognitive technologies is proposed. Modern
cognitive technologies are allowed to combine the implementation of traditional monitoring procedures with
predictive procedures and the ability to recognize the upcoming changes in the state of the object. The
implementation of these procedures involves the consistent implementation of the stages of short-term,
situational and long-term forecasting. This allows the identification in advance of the possibility of emergency
situations on the object, directly recognize the moments of their occurrence and make timely decisions about
the need to reconfigure the resources of the monitoring object, thus maintaining its state in accordance with
the standards of technical operation. Long-term forecasting provides the identification of the emerging trend
of changes in the dynamic characteristics of an object, which makes it possible to decide in advance about
the need to reconstruct the information and communication network, when the means of reconfiguring its
resources are already ineffective. The listed procedures are implemented by means of statistical analysis
and generally solve the problem of creating a system of preventive technical operation. The paper proposes
a cognitive monitoring system architecture that mediates the interaction of existing monitoring tools and
control systems and technical operation. The implementation of cognitive monitoring procedures in the
functional plane of the TMN concept is shown by adding prediction functions and recognizing emergency
situations. The proposed method is also interpreted in terms of the concept of TINA, the introduction of the
prognostic monitoring application into the software functional plane.

Key words: cognitive monitoring, dynamic characteristics of information and communication
network, forecasting, polynomial extrapolation.

AHoTauis. MponoHyeTbcsa cnocib niaBULLEHHSA YHKLIOHANBHOCTI iCHYIOUMX BUAIB MOHITOPUHIY, LLO
3aCTOCOBYIOTLCS Y CYyYaCHUX iHOKOMYHIKaLUiMHUX Mepexax Ha OCHOBi BUKOPUCTAHHS KOTHITUBHUX
TexHonorin. ponoHoBaHW MeTo4 [03BONAE€ NOoegHATW BUKOHAHHA TpaguuinHUX npouenyp MOHITOPUHrY
OWHAMIYHUX XapaKTepUCTUK iHAPOKOMYHIKaLIMHUX MepexX 3 MNPOrHOCTUMHUMU MpouedypamMu i 30aTHICTHO
po3nizHaBaHHA ManbyTHIX 3MiH cTaHy o06'ekta. TakMum YMHOM, MOHITOPWUHI OTPUMYE KOTHITUBHI COYHKLIi.
Peanisauis 3asHayeHux npouedyp nepeabayvae MOCMIAOBHE BWKOHAHHSA eTaniB  KOPOTKOCTPOKOBOrO,
CUTYyaLiNHOro i JOBroCTPOKOBOrO NPOrHO3yBaHH4. Lle fo3Bonsie 3aBYacHO BUSIBMATU MOXIMBOCTI MOSIBU Ha
00'ekTi MnosawTaTHMX cuTyauin, GesnocepedHbO PO3Mi3HAaBAaTU MOMEHTU iX BUHWKHEHHSI i CBOEYaCHO
npuMrMMaTn piLlEHHSA NPO HeobXiaHICTb pekoHirypauii pecypciB 00'€KTiB MOHITOPUHIY, MATPUMYHOUN TaKUM
YMHOM MOro CTaH BIAMOBIAHMM [0 nepenbavyeHnX HOPM  TEXHIYHOI ekcnnyaTtadii. [oBroctpokoBe
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NPOrHo3yBaHHs 3abe3nevye BUSIBIIEHHS (DOPMYBaHHSI TPEHAIB 3MiHWM OMHAMIYHMX XapaKTepUCTUK 06'ekTa,
O [03BOSISIE 3aBYACHO MPUNHATU PILLEHHS NPO HeOOXiOQHICTb PEKOHCTPYKLiT iIH(OKOMYHIKaLiNHOI Mepexi,
Konu 3acobu pekoHdpirypyBaHHs ii pecypciB Bxe HeedekTuBHI. NepepaxoBaHi npouenypu peanisyroTbes
3acobamn CTAaTUCTUYHOIO aHanisy i B LiNOMy pO3B’A3Yyl0Tb 3adady CTBOPEHHS CUCTEMU MPEBEHTUMBHOI
TEXHIYHOI ekcnnyaTauii. B poboTi 3anponoHoBaHa apXiTekTypa CUCTEMWM KOTHITMBHOIO MOHITOPUHIY, sika
OMNOCEPELKOBYE B3aEMOLiH0 ICHYIOUMX 3aCO0IB MOHITOPUHIY Ta CUCTEM YNPaBIiHHA | TEXHIYHOI ekcnnyaTaLii.
MokasaHa peanisauis npoueayp KOrHITUBHOTO MOHITOPUHTY Y (PYHKUIOHaNbHIM nnowmHi koHuenuii TMN
LUNAXOM A0AaBaHHA (OYHKLUIA MPOrHO3yBaHHS i PO3Mi3HaBaHHA MO3alTaTHMX cuTyauiin. 3anponoHOBaHWM
MEeTo, TaKkoX iHTepnpeToBaHuUW B TepMiHax koHuenuii TINA BnpoBagXeHHAM MporpaMHoOro Moayns
NMPOrHOCTUYHOIO MOHITOPUHIY Y (PYHKLiOHaMNbHY NAOLMHY NPOrpaMHOro 3abe3neyveHHsl.

Knro4oBi cnoBa: KOrHiTUBHWUIA MOHITOPUHI, AUHAMIYHI XapaKTepuUCTUKKN iIHPOKOMYHIKaLUinHOT Mepexi,
NPOrHO3yBaHH4, NoriiHOMianbHa ekcTpanonsayis.

AHHoTaumsa. [pegnaraetcs crnoco® MOBbIEHWUS (OYHKLUMOHANBHOCTU CYLUIECTBYIOLMX BWOOB
MOHUTOPUHIa, NPUMEHSIEMbIX B COBPEMEHHbIX MHIOKOMMYHMKALMOHHBIX CETAX Ha OCHOBE WCMOMb30BaHUs
KOTHUTUBHBIX TexHornorni. CoBpeMeHHble KOrHUTUBHbIE TEXHONOMM MO3BONUIA COBMECTUTb BbINOMHEHNE
TPaOMLUMOHHBLIX Mpouedyp MOHUTOPUHra C  MPOTHOCTMYECKUMM MpouedypaMM UM CMOCOGHOCTbIO
pacrno3HaBaHUsi MPEeACTOSALMX W3MEHEHUA COCTOSIHUA oObekTa. Peanusaumsi ykasaHHbIX npoLeayp
npeanonaraeT nocrieqoBaTeNbHOE BbINOMHEHNWE 3TAMNOB KPaTKOCPOYHOro, CUTYaLMOHHOTO U AONTOCPOYHOro
MPOrHo3NpoBaHus. ATO MO3BOMsSeT 3abnaroBpeMeHHO BbISIBMNATb BO3MOXHOCTM MOSIBIIEHUS Ha OObekTe
BHELUTATHbIX CUTyaLMWil, HENOCPEACTBEHHO pacno3HaBaTb MOMEHTbl UX BO3HUKHOBEHUSI M CBOEBPEMEHHO
NPUHUMATb PELLIEHMS O HEOBXOAMMOCTU PeKOH(UIypaLmMmn pecypcoB 06bEKTOB MOHUTOPUHIA, NOAAePKUBas
TakMM 0Opa3oM ero COCTOSIHUSI B COOTBETCTBMM C HOPMaMy TEXHUYECKOM akcnnyaTauuu. OonrocpoyHoe
nporHosnpoBaHne obecneunmBaeT BbisIBNEHNe (OPMUPYIOLLEroCs TpeHda W3MEHEHUs OUHAMUYECKMX
XapaKTePUCTMK  00bekTa, 4YTO MO3BONSET 3abnaroBpeMeHHO MPUHSATb pelleHMe O HeobXoauMocTu
PEKOHCTPYKLMN MHADOKOMMYHUKALMOHHOW CeTW, Koraa cpedcTBa PeKOH(Urypauuum ee pecypcoB Yxke
HeadhdekTUBHLI. lMepeuncneHHble npoueaypbl peanuayloTcs cpeacTBaMy CTaTUCTUYECKOro aHanvaa v B
LenoM pellalT 3adadvy Co3fdaHuMsl CUCTEMbl MPEBEHTUBHOM TexHW4Yeckoi akcnnyatauuu. B pabote
NpeanoXeHa apxuUTekTypa CUCTEeMbl KOrHWTUBHOIO MOHMUTOPMWHra, KoTopasi ornocpedyeT B3auMOoAencTBue
CYLLIECTBYIOLUMX CPEACTB MOHUTOPMHIA U CUCTEM YMNpaBIiEHUs U TEeXHUYECKOW 3kcrnnyaTauuu. MokasaHa
peanv3auusa npoueayp KOrHATUBHOIO MOHUTOPWUHIa B (byHKLMOHAaNbHOM nnockocTu koHuenuum TMN nytem
no6aBneHns pyHKUNUIA NPOrHO3MPOBAaHMS U pacrno3HaBaHUS BHeLUTaTHbIX cuUTyauuit. MNMpeanoxeHHbIn meToa
TakKe WHTepnpeTupoBaH B TepMuHax koHuenuuu TINA BHedpeHMEM NporpaMMHOro  Moayns
MPOrHOCTUYECKOrO MOHUTOPUWHIa B (DYHKLIMOHAIbHYH MIIOCKOCTb NporpaMmMHoro obecneyeHus.

KnioueBble cnosa: KOTHUTUBHbIIA MOHUTOPWHT, AVHaMn4eckne XapaKTePUCTUKK
NHPOKOMMYHUKALIMOHHOM CeTU, MPOrHO3MpOBaHKe, NoMHOMUanbHas aKCTpanonsaums.

The current stage of the evolution of communication networks is characterized by
convergent processes that occur simultaneously in networks, technologies and services. These
innovations today are defined as post-NGN, which refers to the further active computerization of
telecommunications. As a result, new generation communication networks acquire the features of
information and communication networks, capable of providing services of unlimited spectrum and
new quality. This, in turn, imposes new requirements for support systems that perform the functions
of management and maintenance of the information and communication network. The telecom
operator invests significant funds in these systems and for this reason all solutions aimed at
enhancing their functionality are extremely relevant and in demand. This actualizes the transfer of
such systems to new technological platforms. The main technological trend, in accordance with the
forecast of the development of high-tech industries prepared by the International Association of
Deloitte firms, is the use of cognitive and intellectual technologies. The principal difference
between these two technologies lies in the fact that cognitive technologies allow modeling of the
cognitive abilities of the human brain to solve specific applied problems, such as: pattern
recognition (speech, signals, images, etc.); identification and identification of patterns in data
arrays; decision making in a predictable environment, while intelligent technologies involve self-
learning and adaptation in an unpredictable environment.

The most promising areas for the use of cognitive technologies today are considered to be:
cognitive radio and wireless cognitive networks, designed to provide high quality service to mobile
users and adaptive control of frequency resources; implementation of a friendly, customizable user
interface.
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Separately, it should be noted unconditional feasibility of the use of cognitive technologies
for the improvement of the technical operation system. One of the main procedures performed
during the technical operation of networks and communication systems, as is known, is the
monitoring of the parameters of their dynamic characteristics. The effectiveness of network
resource management in the event of emergency situations is largely determined by the
functionality and quality of the monitoring procedures

It should be noted that, despite all the diversity of modern types of monitoring used in
communication networks, all of them are mainly aimed at ensuring reliable reflection and statement
of the current state of the object. It seems relevant to increase the functionality of existing types of
monitoring of network objects by implementing such procedures as forecasting possible changes in
the state of an object, forecasting the occurrence of emergency situations during the period of
interest or degradation of object performance, in order to ensure the possibility of anticipating the
negative consequences of their impact.

Cognitive technologies in monitoring procedures can be used not only for the timely
detection of problems in the information and communication network, but also for predicting the
occurrence of various emergency situations at different periods of time, informing about them in
advance, and thereby ensuring the possibility of anticipation of negative consequences.

In addition, monitoring parameters can be supplemented by monitoring the state of the
object. The principal difference between state monitoring and parameter monitoring is the
possibility of obtaining some integral parameter - an interpreter of measured parameters in terms of
state. This, in turn, will improve the efficiency of decisions made by the control system.

This paper discusses one of the possible approaches to the implementation of cognitive
monitoring.

In this work, cognitive monitoring, from the point of view of functionality, is considered as
predictive monitoring, the purpose of which is to continuously monitor the state of the object,
conducted in order to identify trends emerging in the course of its operation, and to make forecasts
for changes in its state in the future.

Some approaches to the implementation of prognostic monitoring can be observed in a
number of scientific papers [1-13].

For example, in [10], it is indicated that it is expedient to implement the above requirements
for the monitoring process, but there is no clear formalization of the prognostic monitoring
procedures.

In [1-4, 11], the use of prognostic monitoring in sensor networks was considered, which
ultimately reduced the amount of transmitted service information and reduced the power
consumption of sensors. However, the range of monitoring parameters in this case is rather limited
and cannot be considered informative in relation to infocommunication networks.

A number of papers [5-9, 12, 13] considered the implementation of prognostic monitoring
procedures using artificial neural networks to solve a number of practical problems in various
fields, such as:

— justification of the expediency of adding new channels in networks based on monitoring the
throughput of connections of the TCP protocol [13];

— the prognosis of the deterioration of the health status of patients on the basis of such data as
a cardiogram, pressure measurement, determination of the oxygen content in the blood, etc. [5, 6];

— prediction of failures in the delivery of goods, by analyzing and forecasting the dynamics of
business processes and emergency situations on the railway [7, 8];

— monitoring the ratio of oxygen and fuel to predict harmful emissions (SO2, NO2, CO2) of
the incinerator [9].

However, it should be noted a number of factors that significantly limit the use of these
methods for the implementation of cognitive monitoring procedures in information and
communication networks, namely:

— the use of artificial neural networks involves a learning process that is too time consuming,
which creates additional risks when managing large and complex objects;

50 Nikityuk L.A.
Cognitive monitoring in an information and communication network operation system



Havykosi npani OHA3 im. O.C. IlonoBa, 2018, No 2

— the accuracy of forecasting depends on the number of examples that were used during the
training; and

— high requirements for computing capabilities in hardware implementation.

This paper aims to ensure the implementation of cognitive monitoring capabilities based on
the use of mathematical methods of statistical analysis of time series and statistical forecasting,
which greatly simplifies the implementation of forecasting procedures into existing types of
monitoring and allows you to decide in advance on the need to reconfigure network resources or
reconstruct it.

This goal is achieved by solving the following tasks:

— determination of prognostic monitoring procedures and criteria for making decisions about
the need to reconfigure network resources or reconstruct the monitoring object depending on the
results of forecasting the occurrence of abnormal situations;

— development of the architecture of the predictive monitoring system that performs the
relevant procedures.

The state and behavior of the information and communication network as an object of
maintenance and management is displayed by a set of parameters Y, power m, which describe its
dynamic characteristics. In the specified set, such groups of parameters can be distinguished as:
parameters of the technical condition, parameters of quality of service, and parameters of processes
of accumulation and processing of information (content).

The task of cognitive monitoring is to predict the possibility of an emergency situation at the
monitoring site with a specified lead period, during which actions can be taken to reduce the effects
of negative factors. Thus, it can be stated that cognitive monitoring is predictive monitoring.

The proposed approach includes the sequential passage of the phases of short-term,
situational and long-term forecasting [16].

Short-term forecasting is a prediction with a lead time of Lk, which corresponds to one step

of measuring the parameter ), € Y (k = l,_m) to be monitored.
Situational forecasting - forecasting with a lead time Lc¢ , during which the change in the
parameter ), €Y (k = l,m) reaches a certain, predetermined threshold value y,,. The duration

of the L¢ period is determined by the time required to perform actions to reconfigure network
resources.

Long-term forecasting - forecasting with the lead time Lp, which covers the life cycle of the
monitoring object, after which the object must be reconstructed. The source data for long-term
forecasting is a sample of the values of the frequency F of arising and predicted emergency
situations during the observation period 7.

Short-term forecasting allows determining the next value yi(i+1) of the parameter

Wi (i ) ey (k = l,m) to be monitored since the accumulation of the corresponding representative

sample n". and can be used to ensure the completeness of the situational forecasting sample nS.

when the next value cannot be obtained from monitoring tools due to technical failures . Thus, the
lead time for short-term forecasting is Lx = 1.

Situational forecasting is aimed at identifying an extraordinary situation, the prevention of
which requires reconfiguration of the monitoring object, for example, due to a sharp increase in the

network load. The corresponding alert is generated at the time point 7 from which the Lc lead-up

period begins, and indicates that the observed parameter y, (i)e Y (k =1,_m) can reach the

threshold value or go beyond its limits, that is:
i (NS + Le) < Pe(né. + L) < 1
Y\ Mmin c) = Yrr1V Yk\Npin c) = YVkp2, (1)
where y,, and y,,, —respectively the lower and upper threshold values of the parameter; nriin —
relevant representative sample.
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The alert signal about the need to reconstruct the monitoring object is generated when the
frequency F' of occurrence of emergency situations (FOES) for the entire set Y of the object's
parameters to be monitored during the observation period 7+ reaches a certain threshold value F'>Fp
established on the basis of expert estimates. In this case, the FOES is an interpreter of the state of
the object. The lead period for Lp long-term forecasting can be defined as the time interval required
for performing reconstruction tasks.

The initial data for the work of cognitive monitoring are:

— list of parameters y, (i ) eY (k = I,_m) to be monitored;
— periods of anticipation of forecasts, respectively, Lk, Lc and Lp;
— threshold values y,, €Y, V y, (l) eY (k = l,m), where Yp - a set of threshold values of

the observed parameters, power m;
— Fpis the threshold value of the FOES and the corresponding observation period 7.
Cognitive monitoring procedures are performed in an infinite loop and include the following
steps (see Fig. 1, a).
After accumulating the necessary representative sample of values (‘I’lﬁlin, nfnm, nglin) of
the observed parameter, prediction is performed with the corresponding lead time (Lk, Lc, Lp).

So, from achievement of the moment I = nﬁlin short-term forecasting can be carried out,

that is the predicted value Y (i + 1) of the parameter y, ( ] ) eY (k = I,_m) is determined, which

is expected at the next point in time. For this, a serial sample of values { Vi (i )} , size nt. s

min ?
analyzed for the presence of the stationarity property. Depending on the results of the test, a
mathematical model is defined for describing the change in a given parameter. In the case of the

presence of the property of stationarity { Vi (i )} [15]:
7 (i-l-LK):aly(i—1+LK)+a2y(i—2+LK)+...+apy(i—p+LK)+e(i)—
—ble(i—1+LK)—b2e(i—2+LK)—...—bqe(i—q+LK), (2)
where p is the autoregression order; ¢ is the order of the moving average d ; (A = Tp) and bﬁ
PB= rq) — coefficients of the ARIMA model obtained by the Box-Jenkins approach [14].
In case of non-stationarity { Vi (i )} :

P+ Lg) =Tr(i+ Lg) + e(i). 3)
where Tr (i + L) is the predicted value of the trend component formalized by the polynomial
model [15]; e(i ) - random component, with constant variance and zero expectation, the sequential

values of which are independent.

Over time, the predicted value Vi (i + 1) of the parameter y, (i)Y (k =1,m) may change
Vi

due to the cyclical update of values { Vi (i )} .
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Figure 1 — Forecasting: a) short-term and situational; ) long-term

Situational forecasting can be started from the moment i = ngmv 1.e. accumulation of the
corresponding representative sample of values of the observed parameter. Its distinctive feature is
the fact that forecasting with a lead time of Lc is possible only if there is a trend component in the

time series { Vi (l)} within a representative sample nﬁlm. To track a trend, a representative sample

should be updated with each subsequent monitoring step, which creates the effect of a “sliding
window” in the time series of values of the observed parameter (see Fig. 1).
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In the case of the detection of the trend component, in order to extrapolate the values within
the lead-in period (Lx, Lc), the corresponding mathematical function is defined for describing the
trend, which in general has the form:

. . . A
Tr(z):ao+a1-l+a2-12+---+al 1
n

. . 2 A
Tr(]):a0+al-]+a2-] +eeta, 7 @
If the condition yyp; < Vi (i + Lc) < yrpo 1s met, the normal operation of the object is
ascertained.

Otherwise, an abnormal situation (P(i + L¢c) < Vip1V Pu(i+ L) = yipoVi = nS,) is
expected, about which the cognitive monitoring system at the moment ¢.” of time gives the

corresponding message.
Long-term forecasting is performed after the accumulation of the corresponding

representative sample {F ( J )} of the FOES values, by dimension nrgin, Here, the “sliding

window” effect is used in a similar way, within which the values {F ( J )}of the time series are

analyzed for the presence of the trend component. When an increasing trend is detected, the
condition is checked:

FU+LD)2Fp‘ FU+LD) vjznglin’ (%)
where Fp is the established threshold value; Lp is the lead time corresponding to long-term
forecasting.

The fulfillment of condition (5) is a criterion for deciding whether to reconstruct the
monitoring object and indicates that measures to reconfigure network resources do not ensure the
transition of the observed object to the normal mode of operation.

Fig. 2 shows the cognitive monitoring architecture in the information and communication
network operation system, reflecting the interaction of the predictive (predictive) system of
monitoring with the subsystem of monitoring tools and the control system. The predictive
monitoring system itself consists of two functional subsystems: the analysis subsystem and the
results interpretation subsystem [16].

In the analysis subsystem, analytics of forecasts and the identification of trend states in
changes in the state of the monitoring object are performed, and in the interpretation subsystem,
decisions are made to develop appropriate recommendations for the management system and
technical operation personnel. The control system, based on the data coming from the predictive
monitoring system, characterizing the state of the object and the tendencies of its possible change,
produces an appropriate control action on the object of monitoring. To improve the efficiency of
this system, it is proposed to use intelligent technologies, for example, to implement the functions
of decision makers (decision makers). The control system is able to change the mode of operation
of the predictive monitoring system by changing the list of parameters to be monitored, lead
intervals and threshold values to identify emergency situations.
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Figure 2 — Cognitive monitoring system architecture

Increasing the functionality of existing types of monitoring with predictive monitoring
procedures can be illustrated in terms of the Telecommunications Management Network (TMN)
concept, by implementing the additional function of the Predictive Monitoring Operations Systems
Function (PM-OSF), which interacts with the existing OSF through the interface q (Fig. 3).

The Work Station Function (WSF) implements a human-machine interface for interpreting
TMN information, in particular for reporting predictable emergency situations.

Figure 3 — Implementation of the operations systems function cognitive monitoring

The Network Element Function (NEF) function block provides a selection of the values of the
parameters to be monitored and implements the functions necessary for reconfiguration. The
Transformation Function (TF) function block provides equipment interaction with various
communication mechanisms, for example, equipment of various technological generations.

Similarly, enhancing the functionality of existing types of monitoring with predictive
monitoring procedures, in the software plane, can be illustrated in terms of the Telecommunications
Information Networking (TINA) concept by adding an appropriate Predictive Monitoring
Application (PMA) in the TINA application plane. This plane includes Telecommunication Service
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Applications (TSA), Telecommunication Service Management Applications (TSMA) and Network
and Element Management Applications (NEMA). PMA interacts with TSMA and NEMA (Fig. 4).

TSA TSMA NEMA
PMA

DPE
Distributed processing environment

CE
Computing environment

CTN
Core transport network

Figure 4 — Location of the cognitive monitoring application in the TINA application plane

The procedures for cognitive monitoring of the dynamic characteristics of the information
and communication network, based on the methods of the theory of statistical forecasting,
implement the sequential passing of the stages of short-term, situational and long-term forecasting
in order to identify in advance the moments of occurrence of abnormal situations on the network.
The implementation of these procedures in the monitoring process will significantly improve its
functionality and provide the opportunity to provide information in advance for making decisions
about the need to reconfigure network resources or reconstruct it.

The proposed architecture of the cognitive monitoring system mediates the interaction of
existing monitoring tools and control systems and technical operation. The implementation of
predictive monitoring procedures is shown in the functional plane of the TMN concept, by adding
an additional function of the PM-OSF predictive monitoring operation system and in the software
plane, in terms of the TINA concept, by implementing the PMA predictive monitoring application.
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