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Abstract. For the efficiency evaluation of computing grids with different types of traffic, reenterable
colored Petri nets are suggested. The principles of constructing models in the form of reenterable colored
Petri nets are presented. The advantages of the proposed type of constructing models are shown on an
example of a rectangular computing grid with an arbitrary size. The number of vertices for different types of
models is estimated. The behavior of the real-size computing grid model is studied for various traffic
intensities and distribution functions: Poisson, normal, and Rayleigh. The results of estimating the average
packet delivery time and the performance are given under the workload conditions. The adequacy of the
constructed reenterable models of computing grids to the models of direct mapping is confirmed. The
efficiency of computing grids with conditions of workload and malicious traffic is investigated; the results of
computing experiments with different kinds of malicious traffic are confirmed.

Key words: computing grid, efficiency estimation, reenterable colored Petri net, traffic attack,
deadlock.

AHHOTaumAa. [nsa oueHkn 3HEKTUBHOCTU BbIYUCIUTENbHbBIX PELIeTOK MpU pasfuyHbIX BUAax
Tpachvka npennoXeHo MCNoNnb3oBaTb peeHTepabenbHble packpaweHHble ceTu [leTpu. [MpeactaBneHbl
NPVHUUNBI MOCTPOEHUS Modernen B copme peeHTepabenbHbIX packpalleHHbIXx ceTen [leTpu. lNokasaHbl
npevmMyLlecTsa NpeanoXXeHHOro BMaa nocTpoeHus Mogenen Ha npumepe npsMoyrofibHOW BblYUCIIUTENbHOWM
peleTkn npousBonbHOro pasmepa. OuUEHeHO KOMMYecTBO BepLlUMH ANs  pasHbiX BUAOB  MoAenen.
WccneposaHo noBefdeHWe MoOAENU  BbIYUCAUTENBHOW pPeLeTKN peanbHoro pasmepa npu  pasnuyHbIX
WHTEHCUBHOCTAX W 3aKoHax pacnpefeneHnsa Tpaduka: lMyaccoHa, HopmanbHbin U Panesd. lNpuBeaeHsbl
pe3ynbTaTbl OLEHKU CpedHero BpeMeHW [OCTaBKM MnakeTa M MpPOM3BOAUTENBHOCTU PELLEeTKU B YCNOBUSX
paboyen Harpysku. [logTBepxaeHa  afeKBaTHOCTb  MOCTPOEHHBIX — peeHTepabenbHbIX — MoAenen
BbIYMCMUTENbHbLIX  pELeTOK Mogensm npsmoro  oTobpaxeHus. WccnepoBaHa  addeKkTMBHOCTb
BbIYMCMUTENbHbLIX PELLETOK B YCMOBUAX paboyen Harpysku M 3noHamepeHHoro Tpadhvka, noaTBepKOeHbI
pes3ynbTaThbl BbIYUCIIUTENbHBIX 3KCNEPUMEHTOB NPU pasHbIX BUAAxX 3noHamepeHHoro Tpaduka.

KnioueBble cnoBa: BbluMCnMTENbHAs pelleTka, oueHka 3deKTMBHOCTM, peeHTepabenbHas
packpalueHHas ceTb [1eTpu, 3noHaMepeHHbI Tpaduk, TYMUK.

AHoTauifa. [ns ouiHkm edekTMBHOCTI obumcnioBanbHMX rpaTtok 3a pisHUX BugiB Tpadika
3anpornoHOBaHO BUKOPUCTOBYBaTW peeHTepabenbHi posdapboBaHi ciTkm [leTpi. HagaHo npuHUmnu
nobygoen mogenen y dopMi peeHTepabenbHux posdapboBaHux citok [letpi. okaszaHo nepeBaru
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3anpornoHoBaHoOro Buay nobynoBu mogenen Ha npuknagi NpsMoKyTHOI 064McnoBanbHOI I'paTkvM OOBINBHOMO
poamipy. OUiHEHO KiNbKICTb BepwuH Ana pisHUX BuAiB mopenen. [ocnigxeHo nosefiHKy Moaeni
obuncrnioBanbHOI r'paTkym pearnbHOro po3Mipy 3a Pi3HUX IHTEHCMBHOCTEW i 3aKkoHiB po3noginy Tpadika:
lMyaccoHa, HopmanbHui i Penesa. HapgaHo pe3ynbTaTt OUIHKM CepefHbOro 4acy AOCTaBKM MakeTta i
NPOAYKTUBHOCTI I'paTOK B yMOBax pobo4oro HaBaHTaxeHHs. [ligTBepOXeHOo agekBaTHICTb nobygoBaHUX
peeHTepabenbHUX Moaenen obuncnioBanbHUMX I'paTok MoAensam npsiMoro BigobpaxeHHs. [ocnigxeHo
e(eKTMBHICTb 0BOYMCMOBaNbHUX IpaTok B YMOBax pobOYOro HaBaHTaXEHHS | 3MoBMUCHOro Tpadika,
nigTBEepOKeHi pe3ynbTati obUMCnoBanbHUX EKCNIEPUMEHTIB 3a Pi3HMX BB 3rTOBMUCHOrO Tpadika.

KnroyoBi cnoBa: obuncnioBanbHa rpatka, ouiHka edekTuBHOCTI, peeHTepabenbHa po3dapboBaHa
ciTka NeTpi, 3noBMUCHUI Tpadik, TYMNUK.

Computing grids [1, 2] and cloud technologies [3] are an integral part of modern
telecommunications networks in all their diversity. Investigation of the properties of these systems
requires the construction of complex models with the interaction of an unlimited number of devices
and their various combinations [4].

The traditional method of constructing models is a direct mapping [5, 6] which requires a
reconfiguration of the model for each new topological scheme of the network and allows to
investigate grids of a relatively small size [7, 9]. Then the actual problem arises for constructing
models [8] of computational grids of arbitrary size having the model structure completely
independent of the network topology.

The classical Petri nets generalized on infinite sets of vertices is an algorithmically universal
system [4, 10]. However, the direct application of infinite nets to estimate the timed and
probabilistic characteristics of the simulated systems is difficult; the main application area of such
models is the verification of the systems behavior and protocols by analytical methods.

The aim of this paper is the efficiency estimation of computing grids represented in the
form of reenterable colored Petri nets with various types of traffic. The reenterable colored Petri
nets are used for constructing the grid model with an arbitrary size, estimation of the QoS
parameters and the performance of grids as well as to identify the possibility of the computing grid
blocking and deadlocks which influences the network security.

Basic principles of models construction of telecommunication networks and computing
grids via reenterable colored Petri nets. A colored Petri net [5] is a universal algorithmic system
and a convenient tool [9] for modeling telecommunication networks and computing grids [4, 6].
There are the following advantages of a colored Petri net: convenience of the graphical
representation, conciseness of constructs of the functional ML programming language, the
possibility of combining analytical and simulation methods for model research. The traditional
method of constructing models is the direct mapping of the network topology in the structural
elements of the colored Petri net. The disadvantage of this method is the necessity to reconfigure
the model for each new topological scheme of the network.

For models construction and researching the computing grids with an arbitrary size, we
propose to use the reenterable colored Petri nets. Reenterability involves combining same-function
model elements with different indices (tags) into one element which as a result significantly reduces
the size of the model and increases the efficiency of its use. There is the following description of the
basic principles of constructing reenterable models:

1. For dynamic objects of a model and its structure, a set of tags is formed. In a grid model,
dynamic objects are packets generated by terminal nodes.

2. Procedures for switching tags are developed depending on the structure and rules of the
grid composition.

3. The grid topology is encoded and represented by the set of parameters in the form of the
place marking of a colored Petri net.

4. The basic elements of grid model are adapted in accordance to 1 ... 3. The basic elements
of grid models are the communication node (CN), the terminal node (TN), and traffic gun.
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The principles of reenterable models construction use the method of models composition
[6, 10] and the basics of colored Petri nets theory [4, 5]. Applying the principles of reenterable
models construction for telecommunication systems and grids, we will consider using the model of
a rectangular communication grid with an arbitrary size, a communication device of grid
implements the store-and-forward (SAF) technology of packet switching with a buffering.

There are two main methods of packet switching which dominate in telecommunication
networks and systems. The first is store-and-forward [7], and the second is without buffering or cut-
through [8]. Hybrid switches are also applied in networks; they can be automatically reversed from
the cut-through mode to the SAF mode and vice versa. Switching between the modes is based on
the determination of performance and the integrity of the package. Most of the modern switches
support concurrently different packet rates but SAF technology is traditional for most networks.

Reenterable model of computing grids. Let's give a case study considering the principles
of reenterable models construction on an example of the rectangular communication grid model [8]
with a communication device that implements store-and-forward packet switching [7]. All models
were constructed in the environment of CPN Tools modeling system [9]. Fig. 1 shows the models of
computing grids; Fig. 1,a — direct mapping of 4 x 4 grid; Fig. 1,b — reenterable model of n % n grid.
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Figure 1 — Model of computing grids:
a) direct mapping of 4 x 4 grid; b) reenterable model of n x n grid

The models of the communication nodes are represented by a single submodel of the
transition “n” that describes all nodes of grid with an arbitrary size, and by 16 combined places
located on the sides of the transition which describe all the port of all the communication nodes.
The models of terminal nodes are represented by four submodels; they are the transitions with the
names “u, b, I, r” (named after: upper, bottom, left, right). The grid topology is encoded as a
marking of the places which describe all ports of communication nodes. For example the marking
of p4il place describes buffer limits of all forth ports of communication nodes 1°(1,1), 1°(1,2), ...,
1°@,)), ..., 1'(n, n), where (i, j) are port indexes.

Reenterable model of communication nodes. Fig. 2 shows the models of communication
nodes; Fig. 2,a — direct mapping; Fig. 2,b — reenterable model. The grid topology is marking of
the places which describe all ports of communication nodes.

The number of communication nodes for a grid with size k1 x £2 is equal to k1 * k2. The grid
model with size k1 x k2 is optimized by replacing all models of grid communication nodes by one
model which contains a marking equal to the grid size in the corresponding places. The internal
buffer size of the node is calculated as the product of the number of grid nodes by the size of one
buffer.
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Figure 2 — Model of CN with SAF: a) direct mapping; b) reenterable model

In the grid model the packet switching decision is implemented via the predicates toX(p,a)
which allow packet forwarding to port X. For direct mapping and reenterable models these
predicates are different, because of the tags used in the reenterable model. Fig. 3 shows the full
declaration of predicates toX(p,a).

fun tol(p:pkt,a:an)=vl(p,a) andalso ((not (dbl(p) andalso cbl(a))) orelse (dbl(p) andalso cbl(a)
andalso nbl(p,a)))

fun tol(p:pkt)=vi(p,(#tg p)) andalso ((not (dbl(p) andalso cbl((#tg p)))) orelse (dbl(p) andalso
cbl((#tg p)) andalso nbl(p,(#tg p))))

Figure 3 — Description of function t0/()

Transformation of the terminal node model. For performance and QoS parameters
evaluation of grids, the terminal nodes (TNs) models are added to the edge ports. A TN generates
packets according to the selected random distribution function having the sender and receiver
addresses for the following switching. The CPN Tools modeling system [5, 9] contains a wide
range of known distribution functions for describing the user random traffic. Direct mapping of TN
models are studied in [6, 7], reenterable models of TNs are studied in [8].

The models of measuring fragments [4] for the calculation of grid characteristics can be
represented by individual reenterable submodels or added as Petri net elements to the model of
terminal and communication nodes as well as to the main page of the grid model.

Table 1 shows a number of vertices in the computing grid models with different sizes and types.

Table 1 — Number of vertices in a computing grid models

Type of a model Grid Number | Number of | Number | Number of | Total
model of CN CN vertices | of TN | TN vertices
models models

Direct mapping 2 x 2 72 4 148 8 160 360
Direct mapping 4 x 4 224 16 592 12 240 1056
Direct mapping 8 x 8 648 64 2368 32 640 3656
Reenterable n x n 25 1 36 4 80 141
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A reenterable model of n x n computing grid consists of the constant number of vertices for
grid of any size. The models which were constructed by direct mapping consist of the greater
number of vertices than the reenterable model: the 2 x 2 grid is greater in 2,5 times, 4 % 4 grid is
greater in 7,5 times, 8 x 8 grid is greater in 26 times. Thus, the reenterable model brings efficiency
to the modern networks and computing grids design.

Efficiency estimation of computing grid model under workload with various traffic
types. The reenterable model allows to research a grid with any size n X n; grid models with sizes
2 x 2 and 8 x 8 were constructed by direct mapping and studied in [6, 7]. For investigation of the
grid behavior under workload and estimation of the grid efficiency, we use a closed rectangular grid
with size 32 x 32. Random function Delay() defines the period of users packet’s generation, and
describes the incoming users traffic intensity w/ in the grid. In this research we estimate efficiency
of computing grid model when w/ is described by three random functions: Poisson, Normal, and
Rayleigh. The performance of the communication device is a constant and is equal to the time
parameter »7'= 5; the CN internal buffer size is bs = 100.

Table 2 shows the results of the computing experiments, the calculations are carried out in
model time units (MTU); a number of modeling system steps is Step = 1 000 000; * — the grid
comes to complete deadlock, there are no permitted transitions. Normal distribution has two
parameters; the first is mean, the second is variance.

Table 2 — QoS parameters of 32 x 32 grid

Distribution | Workload | Time | Average packet Grid Number of | Number of
function intensity delivery time performance | sent packets received
(MTU) (packets/MTU) packets
Poisson 30,0 2751 301 3,79 11848 10432
Poisson 15,0 1594 377 5,57 13653 8892
Poisson 2,0* 820 330 7,25 21058 5924
Normal 30,0; 1.0 | 2851 298 3,67 11776 10450
Normal 15,0; 1,0 | 1695 373 5,26 13696 8908
Normal 1,0; 1,0%* 820 332 7,34 21296 6013
Rayleigh 30,0 5382 296 2,03 11392 10873
Rayleigh 15,0 1751 372 12,37 13197 9295
Rayleigh 2,0* 815 330 7,37 21168 6007

Under the low workload when users traffic intensity is w/ = 30,0, a grid has the state stable
mode of model’s behavior for any distribution function. Average packet delivery times are
approximately equal and grid performances are not greater than twice. For the middle workload
with users traffic intensity is w/ = 15,0, the average packet delivery times are approximately equal
too, the grid performance for Rayleigh distribution is better than Poisson and Normal. For these
distributions, the grid performances are approximately equal. When w/ parameter is decreased, the
average packet delivery time increases, and the grid comes to the complete deadlock in a small
interval of model time. Deadlock types were studied in [6, 10]; grid behavior under workload and
users traffic intensity which is described by Poisson distribution function was studied in [7].

Efficiency estimation of computing grid model during traffic attacks. For simulating
traffic attacks we use the model of a packet gun [7] which is attached to the grid borders. The
intensity of guns and location of their targets are the main parameters for investigation of their
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influence on the model behavior. We estimate the 8 x 8 computing grid, the intensity of the users
traffic is w/ = 30,0 as well as of traffic attacks is g/ = 5,0 and they have a Poisson nature.

Packets which are generated by guns are added to the regular traffic of grid model, and we
study their influence on the model behavior. The time until complete deadlock and the percentage
of packets fired by guns are the basic characteristics of grid behavior. In this research, the efficiency
of computing grid model was estimated by the calculation of two parameters: an average packet
delivery time and a grid performance. The most significant results were obtained for the four types
of traffic attack [6], shown in Fig. 4, 5.
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Figure 4 — Comparing traffic attacks

The obtained results for the four types of traffic attack are equal to the results which were
illustrated in [6]. Fig. 4 shows that a Side shot attack requires less intensive guns and has maximum
time until complete deadlock. Duel attack is more malicious and disguised than others attacks, a
Focus is faster in bringing the grid to deadlock, and a Crossfire attack has the worst result in
experiment under research conditions.
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Figure 5 — Comparing parameters of grid efficiency:
a) average packet delivery time (MTU); b) grid performance (packets/MTU)
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Fig. 5 shows that a Focus has maximum value of average packet delivery time and low grid
performance, it is more distinct attack. Crossfire and a Side shot attacks provide a positive grid
performance and valid value of average packet delivery time, but a Duel attack has relatively better
values of QoS.

The reenterable models allow us to investigate the problems of blocking grids under
working and malicious traffic for grids with a big (real life) size in feasible time. The behavior of
rectangular grid with size 32 x 32 was investigated under the workload; the users traffic intensity is
described by random functions: Poisson, Normal, and Rayleigh. For small networks sizes, the
results are the same as those obtained with traditional models. Results of comparing traffic attacks’
parameters and efficiency of an 8 x 8 computing grid model confirm the advantages of reenterable
models.

The reenterable models with encoding of topology and tag switching are a perspective
direction for the efficiency estimation and security of modern technologies of telecommunication
networks, computing grids and clouds.
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