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AHoTauif. B ctatTi po3pobneHi anroputm Ta CTPYyKTypa akTMBHOMO QoinbTpa-gemMogynatopa curHa-
niB YaCTOTHOI MoAaynsUii 3 HenepepBHO a3oto.

KnroyoBi cnoBa: aktuBHWi inNbTp-4eMoaynaTop, CurHan 4acToTHOI MoAynsauil 3 HenepepBHO
dasoto.

AHHOTaums. B cTtatbe pa3paboTaH anroputM U CTPYKTypa akTUBHOIO hunbTpa-AemMoaynstopa cur-
HanoB YaCTOTHOW MOAYNALMU 3 HEMpepbIBHOW ha3zoto.

KnioueBble cnoBa: aKTUBHbLIN (*)I/IJ'Ipr-D,eMOD,yJ'IFITOp, CUrHanm 4acToTHOW moayndauumn Cc Henpe-
pbIBHOW (hason.

Introduction. Formulation of the problem. Discrete signals of continuous phase frequen-
cy modulation (CPFM) are characterized by a constant envelope, absence of phase jumps, and high
indicators of power and frequency efficiency. All these advantages in a combination with compact-
ness of a spectrum and low level of out-of-band emission have determined wide application of
CPFM signals in systems of ground and satellite communications. Methods of forming and modula-
tion/demodulation of CPFM signals are detailed in the fundamental monograph [1], and in the pop-
ular guide [3]. A detailed analysis of non-coherent processing methods is performed by a group of
authors [2] under the guidance of dr. L.H. Lampe. Monographs [4, 5] are devoted to the considera-
tion of the same issues. For estimation of capabilities of practical appliance of CPFM a demodulat-
ing algorithm is important. In [1] a significant attention is paid to designing an optimal (by the crite-
rion of maximum likelihood) coherent CPFM demodulation algorithm [1, section 7.1.1], in accord-
ance to which the demodulator includes a set (bank) of possible signal realizations and the decision
is made by results of correlative processing of the received sum of signal with noise on a certain
time interval. At the same time, authors of this monograph, noting complexity of realization of op-
timum coherent reception, consider possibilities of non-coherent reception of CPFM [1, section
7.1.2]. An autocorrelation algorithm is used as the basic non-coherent algorithm. The additional
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analysis have shown that CPFM signal belongs to the class of differential modulation signals, and
that on to this basis it is possible a development of algorithm based on idea of creation of the so-
called ““active” filter [6] for demodulation of such signal. Article task is the development of algo-
rithm and structures of the active filter for non-coherent demodulation of CPFM signals.

CPFM as a signal of the differential modulation. Discrete CPFM signal looks like [1]

s(t) = \/Z_I_Ecos [ot+(t)], (1)

where the current phase on n-th interval [ nT <t <(n+21)T]is equal to

b (t) =270 > u, g, (t-KT). )

k<n
Here E — energy of a symbol with duration of T, ®,— frequency of a signal, h — index of
modulation,

u, — modulating symbols, chosen from the alphabet: u, [il,i 2,..%3,..%£(M —1)] ,
g,(t)— a form of a phase smoothing impulse. By definition [1] as function of a phase

smoothing impulse g, (t) any function, satisfying to following conditions can be used:

1) At t <0 function g, (t)=0;

2) At t>T function g, (t) =% , where T — an interval of time. (3)

The details about typical forms of phase functions are given in the monograph [4, tab. 2.3].
The most widespread example, which is used for the analysis, is the form of a phase impulse given
below, called in literature as REC (a rectangular shape of a frequency impulse to which there corre-
sponds a linear function of phase change)

o , t <0,
t
ty=<— , 0<t<T, 4
NORIP= @
l , t>T
2
4 CPFM signal is a signal “with memory” [2]. In-
gs(t) deed, according to a formula for the current phase (2) in
the form of the phase trajectory it is stored all the in-
R formation about the long process of phase formation

| and new phase increment values are determined by val-
! ues and signs of the transferred information symbols.
i The shapes of phase trajectories in the form of a so-
| called «phase tree» are presented on Fig. 2. Thin lines
represent possible phase trajectories. It is visible that
ruptures of phase trajectories are absent. Trajectories
Figure 1 — Phase function of a CPFM meet in certain points (knots). Bold lines note the phase
signal (REC) trajectory, corresponding to transfer of the information
symbols sequence u = +1, — 1, — 1, +1, +1, ... lL.e,, the
positive inclination of a piece of the phase trajectory corresponds to transfer of the positive symbol,
and the negative inclination — to transfer of the negative symbol. All possible trajectories pass
through nodal points located at levels, multiple to size zh.

t

0 T
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Thus, in process of transferring in the modulator according to a formula (2) the sequence of
phases of FM signals is formed

"'¢(n—2) (t) ' (I)(n—l) (t) ) (I)(n) (t) : (5)
Then the sequence of signals (1) is sent to the channel with such phases
3[40 (1) |- 5[t b1y (1) ] 5[0y (1) ] - (58)

It is known that at a differential type of modulation information is transferred by changes of
parameters of two next signals in time. In this case it is the signals forming a pair

{S|:t'¢(n—1) (t)],s[t,q)(n) (t)}} Differently, information is put in changes of the phase parameters

{q)(n_l) (t),<|>(n) (t)} of the signals in this pair. Let's consider the representation of the signals by dura-
tion of N symbols which are set on the corresponding time intervals:
1) Signal on “previous” (n-1)-th time interval [(n—1-N)T <t<(n-1)T |

S (1) = \/ZTE cos [(oct + 0o (t)} (6)

with a phase

(I)(n—l) (t) =2mh Zuk g¢(t —kT);

k<n-1

+2hn

+hn

v

Figure 2 — Phase trajectories of CPFM (REC) signal
2) Signal on “the following” n-th time interval [(n—N)T <t<nT |

So) (t)= \/Z_I_Ecos [mct + oy (t)} 7)

with a phase

O ()= 2nh>_u,g, (t—KT).

k<n
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Both signals (“the previous” s[t, ¢,,,(t)] and “the following” s[t,q)(n) (t)}) at such definition are
placed within same time interval {(n —1-N)T <t< nT}.
Owing to specific features of phase impulses forms (3), phase trajectories of the signals (6)

and (7) end in the values, multiple to size zh. It is easy to be convinced of it, having substituted the
argument values in the formulas of phase impulses, corresponding to the end of signal: at (t = nT)

g,(nT) :% for the large values of n.

Thus, in CPFM the transmitted information is contained in the form of extensions of the
phase trajectories, which come to an end with the values of phases, multiple to wh. Calculation of
the first difference of current phases has the interest for the subsequent:

AL (¢ o (t)) = Oy (1) =00y (1) = 2nh{2ukg (t-kT)= > u,g(t- kT)} = 2rhu,g (t—kT ) =rhu,,.

k<n k<(n-1)
From here follows the communication of estimates of transferred information symbols with esti-
mates of the first differences of phases, subsequently designated as A7 = Al (d) ") (t)) :

(n) (n)
_ A%”) ((I)(”) (t)) (8)
m nh '

It is possible to make direct analogy of considered CPFM modulation method with a rule of differ-
ential phase modulation (PM). It is known that at differential PM a phase of a transferred signal
o, is connected with a phase of the previous signal ¢, ,, by the known rule of differential coding

(Ad — FM index)

u

Dy = Opgy + AUy - ©)
In the case of CPFM on the basis of finding of the first difference of phases we receive the rule of
differential CPFM:
O (t)= Oy (t) +A%n) (t). (10)
The difference between compared modulations methods (the differential PM and CPFM)
consists in the following:
1) For differential PM signals with phases {¢(H),¢(n)}ac are transferred consequently in

time and they are do not overlap on a modulator exit, whereas for CPFM (having, as stated above,
the differential properties) “previous” s[t,d)(n_l) (t)} and “subsequent” s[t,q)(n) (t)] signals on
modulator exit are overlapped (the subsequent signal is continuation of the previous);

2) The rule of differential modulation (9) for PM is written for discrete symbols, whereas in
case of CPFM this rule is written for time functions (the phase trajectories);

3) The difference of temporal position of compared signals, as noted in 1), is necessary for
considering when developing demodulation algorithm of CPFM signals: in the CPFM demodulator
it should be realized processing of signals partially being overlapped in time.

Let us present signals (6), (7) in two-dimensional Hilbert space with orthogonal basis func-
tions on a time interval {(n—l— N)T <t <nT} (covering time intervals signals (6) and (7)) and,
respectively, with ort vectors {ﬂ f *}1:

f,(t)=sinot= f,, f"(t)=cosot= T . (11)
Here and further “*” is a Hilbert pairing sign.
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In this auxiliary space signals (6) and (7) are presented by vectors
Sint) = Sy (1) Sy = S (1) (12)

The spatial angle Aq)(n) between vectors §(n71) and §(n), displaying change in a phase differ-
ence between vectors in the modulation process can be calculated by known rules of vector space,
using the scalar product (in denominator — the product of the norms of vectors (12) )

COS AP, = (_S(n)s(n_l)) T
S(n) ‘ RO RESY
Let us define projections of vectors of received signals (12) on basis ort vectors (11)

*

(g(”)g(“*l) ) _ (13)

S , SIin A¢(n) = ‘
(n-1)

nT nT

X = j S (t)sinogtdt, X = _[ Sy (t)sinogtdt (14)
(n—=1-N)T (n-1-N)T
nt nT

Yoy = _[ S (t)cosotdt, Y, ) = I Sy (t)cOS @t dt

(n-1-N)T (n-1-N)T

Geometric representation of calculation of vectors projections (14) of FM signals (12) on
basic axes (11) is shown on Fig. 3. It is also marked the spatial angle A¢ ,, between vectors.

. The link (8) between the

g estimates of the transferred

y, — symbols and the estimates of the
s, first differences A%n) allows

\ formulating the problem of

CPFM signals demodulation as

follows. Through the channel
S with CPFM signals it is trans-

Yn—l —_—

Sh
Ap, | ' ferred the sequence of infor-
- mation symbols
f, U=..Uy...U... . (15)

Xo-1 X

Each current information
symbol u; according to the rule
(2) modulates the current phases of an FM signal so, that signals are sent to the channel (1), which
phases are forming the sequence of the current phases. In the quasistationary channel to each phase
transferred, a phase shift ¢, is added so that the received pair of phase estimates, taking into ac-

count this shift, has the form

{0y (£):04 ()] = {[%4) (£)+ 0 J:| 0y () }} : (16)

In the calculation of the first phase difference in pair (16) the phase interference is sup-
pressed and in the final result of calculations it is absent:

Ay (¢ (n) (t)) = (T)(n) (t) _‘T)(n-l) (t)=mhug,. 17)

This property of CPFM signals, as signals of differential modulations can be it is used for in-
formation transfer by CPFM method through quasistationary channels with slow phase changes,
brought by the channels. It is necessary to find an algorithm for optimal non-coherent demodula-
tion, implementing the judgment on the transmitted symbols u, by maximum likelihood criterion.

Figure 3 — A geometry of calculation of signals (12) projections

CPFM demodulation algorithm. The above-mentioned analogy between CPFM and the dif-
ferential modulation method of PM signals can be used for the synthesis of a demodulation algo-

13
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rithm according to the procedure described in detail in [6]. It is considered the transfer of messages
u, using CPFM. To each transferred message there corresponds a pair of phases {¢(n_1),¢(n)}, and

further — a pair of transferred signals {S|:t'¢(n—1) (t)],s[t,q)(n) (t)}} . The transmitted information is

contained in the sequence of the first phase differences:

1 1 1
gy N gy Al o (18)

In the channel on the transferred signal s(t) the additive n(t) is imposed so, that on an entrance of

the demodulator the sum of both signal and noise arrives, operating on the same interval
[(n-1-N)T <t<nT]:

r(t)=s(t)+n(t). (19)
In vector representation to the received sum (19) of the signal with the noise there corresponds a
vector 71 [r(t)=s(t)+n(t)]=7.
To each vector T there correspond projections to coordinate axes: = [X 1y, X ), Y1y Yl -

Unlike the coherent receiving, in the non-coherent demodulator the processing of the re-
ceived FM signal with the noise is made in auxiliary coordinate system, produced by the orthogonal
basis oscillations (12), which frequencies and initial phases are not connected in any way with simi-
lar parameters of the transferred signals. Demodulation is performed according to the following
stages:

1) The demodulator provides the possibility of estimating the current phase of the received
signal r(t) with respect to said reference oscillation (12) with arbitrary phases

..-¢r(n72)1 ¢r(n71)1 d)r(n), ) (20)

For this purpose, in the demodulator there is included the calculation unit of the received signal pro-
jections to the coordinate axis (12). In the process of transmitting a pair of signals

{s[t,q)(n_l) (t)],s[t,d)(n) (t)]} is formed in the modulator and is transmitted to the channel so that
each “previous” signal S|:t’¢(n—l) (t)] is applied to the input of the demodulator before the “follow-

ing” signal S|:t’¢(n) (t)] forming a sequence of the form (5a). The demodulator is provided with a

system clock, separating the received signal r(t)=s(t)+n(t) for a continuous code of length T so
that the input of the demodulator is affected by the pair

{r(n—l) (t). 1 (t)} = {[r(n_l) = s(t,(l)(n_l) (t))+ n(n_l)] M o= [s(t, O (t)) =N, (t)}} : (21)

The calculation of the projections of the form (14) for each of the above-mentioned pair of signals
is performed by the formulas:

nt nT
Xy = _[ Ly (Dsinagtdt, X ) = _[ I (t)sino,tdt, (22)
(n-1-N)T (n-1-N)T
nt nT
Yo = I Fn) (t)cosetdt, Yy = I /A (t)cosm,tdt.

(n-1-N)T (n-1-N)T
It is seen that the calculation of the projections of each implementation of a couple is performed on
the same time interval {(n -1-N )T <t <nT }. It appears convenient for construction of projections cal-
culation block. If the processed signal arrives from the channel in the form of sequence

R (P (IR (IR (23)

14
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then calculation of every projection (X and Y) is performed by one and the same integrators, implementing
the «sliding» integration within temporary "window" | (n—1-N)T <t < nT]. It is possible to perform

the subsequent calculation of phase differences using scalar products by the formulas, similar to (14):

cosA' ¢, = w sinA' ¢, = w : (24)
{ o

(o) (n—l)”
X Y Y } may define the scalar products as fol-

(n)

n-1)’

In [7] it is shown that the projections[x( m Y Vn)

lows:

(Wn)?n—l)) = Xy X o) T Vo) (r(n)r(n—l)) = XY ~ Koy Vo) - (25)

These values of scalar products may be used in formulas (24).

2) For the subsequent extraction of estimates of the transferred information symbols the de-
modulator calculates a first difference between the elements of the phase sequence (5)

Bz Bieyo-ay Aoy (26)
3) The calculation of trigonometric functions from the first phase differences
{sinA',,cos A'9, | is performed.
4) The task of the demodulation formulated as follows: to find an algorithm by which each
pair of {sin A'$,,cos Alcb,} will be put in one correspondence with phase difference of the set of all
possible variants of the phase differences of the form (18).

In other words, at first received phase difference A'¢, it should be determined, which phase

difference of the potential set (18) has been transferred. As it is known, in the statistical theory of
signals discrimination for implementation of the algorithm of the optimal distinguish it is recom-
mended the use of decisions by the maximum a posteriori probability. Let for all hypotheses about

transfer of differences A'¢p, from a set (18) posterior probabilities P(A14>i /Alq)r),(i =1...M) are
known. Considering hypotheses about transfer of differences A'p, and A'¢ ;» it is necessary to take
out decision about difference A'¢, transfer at performance of inequality

P(A', 1A', )>P(A'; 1A', ) (foralli= j), (27)

or, at the performance of such inequality expressed through likehood functions (conditional densi-
ties of probability)

W (Ald)x/Ald)i ) >W (A1¢X/Al¢j ) '
or, equivalently, by the probability densities of differences
W (A, — A%, ) >W (A%, —A'p; ) . (28)
If functions W(Alcpx —Alq)i),(i =1...M) - are even and monotonously decreasing func-

tions relative to points (A1<|>X —Alq)i): 0, then it is possible to replace the inequality (28) with a rule

in which instead of probability density any even and monotonously decreasing function, for exam-
ple, the cosine function, is used. Considering it we receive the following rule of choice of the trans-

ferred phases difference A'¢,
cos(A'g, —A'g; ) > cos(A', A" ) (i j) (i ). (29)
Expanding the left and right side of this inequality by the rules of trigonometry, we get

15



HU®POBI TEXHOJIOIIL, Ne 19, 2016

COSA'(, oS A'd; +sin A'd, sin A'¢; > cos A, CosA'd; +sinAle, sinA'¢, (30)

Earlier expressions were received (24) for trigonometrical functions of differences of angles
[cosA1¢r,sin A1¢r] and expressions (25) for scalar products entering into them through projections

[X(H), X(n),Y(n_l),Y(n)] Focusing on the demodulation of CPFM signal with the use of active filter

with issuing so called "Flexible" solutions at the demodulator output (for subsequent use of optimal
processing of flexible solutions, such as decisions averaging by the procedure of accumulation and
use of outer convolutional coding with Viterbi algorithm) let us formulate a discrete PM demodula-
tion algorithm with flexible output. Let us compare the left and right sides of the inequalities (29)
and (30). Signs of conformity marked with arrows

P(Ad; /A0, ) —>[cOSAD, COSAY; +sinAp, SiNAY, |. (31)

It is seen that values on the right in (33), proportional to posterior probabilities of differ-

ences A¢; and A¢;, are formed by similar rules which can be accepted, as algorithm of optimum
CPFM demodulation with the flexible decision, i.e. as an output of the demodulator we will consider

Vip (04, Ay ) =COSA 0, COSAP; +SiNAd, SINAY; . (32)

Substituting in this expression values for the trigonometric functions of the differences (24) and
then the scalar products of (25) we receive an algorithm convenient for realization:

VFD (d)x ’ (I)i ) = C {( ann—l +YnYn—l)COSA¢i +(Xn—lYn - XnYn—l)Sin A¢| } . (33)
Here constant C =W. Size C does not depend on hypothesis A¢, number, on which the
n n-1

posterior probability is formed. From this expression follows the structure of the optimal coherent
demodulation of FM signals (Fig. 4). Basis of the demodulator is the generator of orthogonal refer-

ence oscillations (OSCref) with frequency o, = ®,, rather close to frequency of a signal (mc). The
divergence between the frequencies Aw, =, —o, should vary slightly over the duration of the

transmission of signals pair {s[t,q)(n_l) (1), s[t,¢(n) (t)]} . In this case, the phase rotation of the refer-

ence oscillations (11) by an angle Ad, =T Aw, can be related to the values of the phase shifts added
by the channel, which are effectively suppressed by first demodulator when calculating first phase
differences. The received sum of a signal with an interference r(t)=s(t)+n(t) moves on the

blocks of projections formation P, and P,, in which on formulas (22) it is performed the calcula-
tion of projections for (X,Y) channels. Operation of time integrators in each of X and Y channels
is defined by a tact synchronization system (STS), and the values of projections [X(n_l), X(n)] and

[Y(H),Y(HJ appear on an output of each calculator sequentially, and for their combination in time

for calculation on the algorithm (33) there used the delay lines by tact T.

It is easy to receive the optimum demodulation algorithm of binary CPFM signals with the
hard decision from the general algorithm (33). When transmitting information symbols u, =0 and

u, =1 with modulation index h = 1, the alphabet of possible phase increments of a signal (1) will be
® ={A¢ ,=0,..,A¢, =} . Thus all possible values of an output of the modulator with the flexible
decision (34) will be located within range {0...x}.
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r(t) P T
X
X ™ |
Xn X X n-1 >+
4 1 xCOSAd, "
OSCref E i ¥ “Yn XY‘T-l i g
OJO ? i Xn XY n-1 > + ] z
L] : ¥ X1 X Yy — xSinA¢; T
> Py 1 |
1
: L T
7 S
1 1
’ STS
AF output V

Figure 4 — The structure of the active filter for CPFM signals

For making hard decisions we divide all the possible interval using the border A¢=g on

two sub-intervals {Og} and {gn} It will allow to form hard decisions on rules:
At {O< [V (A(pX,A(pi :gﬂ sg} decision A¢,=0and u, =0,
FD

At {g < {VFD (A(pX,A(pi = gﬂ < n} decision Ap,=m and u, =1. (34)

The same result can be obtained from the algorithm (33) using a function sign(x). We substitute the

values of the trigonometric functions cosg =1 and sing =0 in the algorithm (33). The result — a

hard decision algorithm — will have the form
Vi (0, 0;) =sign {C (X, X, +Y,Y, )} (35)

An algorithm for extraction of the incoherent timing signal. In the noncoherent CPFM
demodulator (Fig. 4) an algorithm for extraction of timing signal should also be incoherent. The
simplest noncoherent algorithm for extraction of first phase differences is the autocorrelation algo-
rithm, where on the interval of the processed signal it is being integrated a product of the received
signal and its copy delayed by the symbol duration T. In the case under consideration, when the
value of the signal symbol duration T is known previously (but the beginning and end of the charac-
ter are unknown, i.e. integration limits), for the solution of an objective it is enough to be limited to
multiplication operations. Let us consider, using known formulas of trigonometry, product of the
signal of the form (1) and its delayed copies:

s(t)= \/z_l_Ecos[oaCHcl)(t)] b ()= 2nh > u, g, (t—KT),

k<n

s(t—T):\/ZTEcos[(oc (t-T)+¢(t-T)], O () =210 u, g, (t—KT),

k<n

17
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s(t)s(t-T)= %{cos[cht —o T +¢(t)+(t=T)]+cos[ o T +[p(t)—d(t-T)]}.  (36)

Further it is convenient to pass the delayed signal through the phase shifter by a corner g (the signal is

noted by a sign (*):

s(t):\/zTEcos[oaCHq)(t)], ¢(n)(t):2nhg‘ukg¢(t—kT),
S*(t—T):\/ZTESin[coc(t—T)+¢(t—T)}, O (1)

As a result of multiplication we receive

$(6)s"(t-T) == {cos[ 20t~ T + (1) +(t—T)]+cos[-o.T +o(t)~4(t-T)]}-
It can be seen that the outputs of the multipliers (36) and (37) comprise a phase difference, i.e. the
first difference of phases A'(T)=[¢(t)—¢(t-T)]=2rhu g(t-nT). Summands in the curly

brackets in (36), (37) with a doubled frequency 2w, of a signal can be suppressed by low-pass fil-

ters (LPF). Taking this into account there remain sine and cosine of the same argument in expres-
sions (36) and (37). Their multiplication gives

U (n)=[s(t)s(t-T)][s(t)s"(t-T)] =%sin{2[—ch +2nhu g (t—nT)]} .

)=2rhY u,g, (t-KT).

k<n

(37)

(38)

Thus, the above procedure of noncoherent “pseudo correlative” processing allows to extract
a sequence of phase pulses, modulated by information symbols, from the received signal. I.e. signal
(38) as the output of sync pulses extractor comprises information about the frequency and phase of
that pulses. The presence of the summand (—w_T) in the argument is not a an interference, as the

product of constant factors o, and T is a constant value and in the argument of the sine in (38) it

serves as a kind of "ped-
estal”, displacing the lev-
el of the argument of the
function (38). Since the
function (38) is deter-
mined by the sequence of
phase pulses, following
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***** parcels it is sufficient to
use intersection moments
of the function (38) with
the defined (for example,
zero) level. This is confirmed by the simulation results. In Fig. 5 below the upper diagram shows
the sequence of the first CPFM-differences modulated by random sequence of sign-alternating bina-
ry symbols. The lower diagram shows the shape of the processing result according to expression
(38). Registering moments of intersecting the zero level (pulses marked with asterisks) allows to
select the beginning and the end of a character.

Thus, in accordance with formulas (36) ...
tractor comprises:

Figure 5 — Illustration of a sync pulse extractor for CMP signal

(38), the noncoherent synchronization signal ex-
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1. Two multipliers, the first multiplier is applied to the signal and its copy delayed for the symbol
duration, and the second multiplier is applied to the signal and through the g — phase shifter — to a copy

delayed for the duration of the symbol.
2. To suppress the components with doubled frequency, multipliers outputs are fed to the LPF.
3. LPF outputs are multiplied with each other.

4. The synchronization signal is extracted on the basis of registration of points of intersec-
tion of the result of multiplication with zero level.

Frequency-selective properties of the active filter. Selective properties of active filters are
determined by filtering (averaging) integrators in (X, Y) channels of correlators. Indeed, when ap-
plying the signal cosw.t and the reference oscillation cosm,t (with frequency o, = ®, + Ao,

shifted relative to the frequency of the signal by the value of Aw) to the inputs of the multiplier, on
integrator’s output we obtain

T T T
ly = iJ'coswct cos(o, +Ao)tdt = ifcos(ch +Aw)tdt +iICOSAd dt=
T 2T 5 2T 5

= msin (20, +Aw)T + AT sin AT . (39)

When processing high-frequency signals (w,7 >>1) the first summand in (39) can be neglected.

Then the filtering properties of the AF’s correlators are determined by the second summand % :
which turns to zero when frequency of the correlator’s reference oscillations is being detuned

Ao = % k=+£(1,2,3 ..))). (40)

Analysis shows that the correlator in the channel X has the same properties of selectivity.
The selective properties of AF were tested experimentally on the filter model developed using the
visual programming software — Agilent HPVEE. The simulation results are shown in Fig. 6. To de-
termine the selective properties of the AF, to the input of the filter (implementing the algorithm (33)
with a frequency of the reference oscillator F, =2000 Hz) it was given a CPFM signal with a fre-

quency F, changed in a range (1500-2500) Hz. Fig. 5 shows absolute output values of the AF (33).

In this kind of “frequency” characteristic, selective properties of the investigated demodulator are
visible, that allowed the author [7] to call it a “filter”:

— The presence of the main peak at the frequency of the reference oscillator F, = 2000 Hz;

— The presence of zeros, which locations correspond to the periodically repeating frequencies (40).

About the noise immunity of demodulation by the active filter. Avoiding the use of co-
herent demodulation techniques and moving to non-coherent detection can cause a decreasing of the
noise immunity and requires a detailed analysis. Such an analysis of noise immunity of noncoherent
DPSK demodulation is made in [6] on the basis of the monograph [7]. It was made the comparison
of energy costs for providing a given error probability for a coherent and optimal noncoherent de-
modulation techniques of DFM-2 signals. It is shown that the energy loss of the optimum coherent
detection does not exceed 1.0 dB in a wide range of variation of the error probability. This was the
reason for the author of the monograph [7, p.88] to declare that this data ... quantitatively prove an
important (for the theory of DPSK) thesis that for a high-quality reception of DFM it is not neces-
sarily to have a coherent reference oscillation ...”. In addition to the development of noncoherent
algorithms performed in this article it is necessary, on the basis of theoretical researches and model-
ing, to prove or disprove the author’s statement [7] about a high noise immunity of noncoherent
demodulator (active filter) with reference to CPFM signals.
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- i 1. It is shown that signals
," of CPFM have the properties of
}f ‘\ discrete differential modulation

in which the transmitted infor-
mation is put into the changing
i of the parameters of signals fol-
lowing each other.

i 2. Noted differential
A, properties allow, in the CPFM
;‘ demodulation process, to sup-
| press the phase distortions intro-
I b duced by the quasi-stationary
uto Soste Frequensy Fs (42 channel with fadings.

Figure 6 — The dependence of the response at the AF output 3.0n the basis of usage

(with the reference oscillator frequency F, =2000 Hz) onthe  of the differential properties of

frequency of the signal changed in the range (1500-2500) Hz. CMFP signals, the following is
Vertical scale is logarithmic developed:

3a. A simple algorithm for optimal noncoherent reception of CPFM signals;

3b. An easily implemented method of synchronization signal generation. The method is
based on the use of noncoherent signal processing procedures that do not require the use of prior
information about the frequency and the phase of the FM signal. This allows to recommend the de-
veloped method as a part of noncoherent algorithms of demodulation of CPFM signals.

4. The noncoherent demodulator algorithm, such as claimed in 3a, has the property of fre-
quency selectivity. That allowed to call such a demodulator as the "active filter".
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